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Machine Learning is Everywhere

= Image Recognition
= Speech Recognition
= Stock Prediction

« Medical Diagnosis
- Data Analytics

= Robotics

= and more...
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Overview of Machine Learning in MATLAB

Unsupervised

| Suiervised
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Challenges in Machine Learning
Hard to get started

Steps Challenge
Access, explore and analyze  Data diversity
data Numeric, Images, Signals, Text — not always tabular

Lack of domain tools
Preprocess data Filtering and feature extraction
Feature selection and transformation

Time consuming
Train many models to find the “best”

Avoid pitfalls
Assess model performance Over Fitting
Speed-Accuracy-Complexity tradeoffs

lterate m

Train models
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Faulty braking system leads to windmill disaster
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Why perform predictive maintenance?

- Example: faulty braking system leads to
windmill disaster
— https://lyoutu.be/-YJuFv|tMOs?t=39s

=  Wind turbines cost millions of dollars

= Failures can be dangerous

= Maintenance also very expensive and
dangerous



https://youtu.be/-YJuFvjtM0s?t=39s
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Types of Maintenance

« Reactive — Do maintenance once there’s a problem
— Example: replace car battery when it has a problem
— Problem: unexpected failures can be expensive and potentially dangerous

= Scheduled — Do maintenance at a regular rate
— Example: change car’s oil every 5,000 miles
— Problem: unnecessary maintenance can be wasteful; may not eliminate all failures

= Predictive — Forecast when problems will arise

— Example: certain GM car models forecast problems with the battery, fuel pump, and
starter motor

— Problem: difficult to make accurate forecasts for complex equipment
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Benefits of Predictive Maintenance

Increase “up time” and safety Reliability

Minimize maintenance costs Cost of Ownership

Optimize supply chain Reputation
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What Does Success Look Like? Engine systems monitored
Safran Engine Health Monitoring Solution

Performance Senersl
Hvdrauli - Modular analysis »Ano.maly deft(?cuon .
ydraulic system - Thermodynamic cycle monitoring - Fusion/Decision making
- Debris - Fleet cartography

- Smart filter
- Consumption

= Monitor Systems
— Detect failure indicators
— Predict time to maintenance

Control system

- Sensors Monitoring

- Actuators Monitoring

- Assisted troubleshooting
- Failure wamings

— Identify components fualaman
- Smart filter
- Fuel pump
= Improve Aircraft Availability
. . Mechanical heglth
— On time departures and arrivals i i
o ) Ignition capability :r;e;::;“:vems
— Plan and optimize maintenance -Start up monitoring
) ) ) - Sparking plug monitoring
— Reduce engine out-of-service time
o I 3 SAFRAN

Snecma

= Reduce Maintenance Costs
— Troubleshooting assistance
— Limit secondary damage

Compiled Enterprise

Desktop Shared Integration

* Ad-hoc data analysis » Suite of MATLAB Analytics = Real-time analytics
» Analytics to predict failure = Shared with other teams + Integrated with

* Proof of readiness maintenance and service
systems

MATLAB ; .
UIRTUAL CONFERENCE a http://www.mathworks.com/company/events/conferences/matlab-virtual-conference/

2015
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Predictive Maintenance of Turbofan Engine

Sensor data from 100 engines of the same model -¢
Predict and fix failures before they arise i

— Import and analyze historical sensor data

— Train model to predict when failures will occur
— Deploy model to run on live sensor data

— Predict failures in real time Fa"ﬁ Competar N1 18T

e > S
r r R

Nozzle

Data provided by NASA PCoE

http://ti.arc.nasa.gov/tech/dash/pcoe/prognostic-data-repository/ LPC  HPC
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Predictive Maintenance of Turbofan Engine

2 4

-

Sensor data from 100 engines of the same model

Scenario 1: No data from failures
= Performing scheduled maintenance
= No failures have occurred

= Maintenance crews tell us most engines could . AP—

run for longer \

= Can we be smarter about how to schedule
maintenance without knowing what failure
looks like?

Nozzle

Data provided by NASA PCoE

http://ti.arc.nasa.gov/tech/dash/pcoe/prognostic-data-repository/ LPC  HPC

4\ MathWorks
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Principal Components Analysis —what is it doing?

Variable 2

Variable 1

PC 1 Variable 3 Score on PC 2

Variable 2 ~——Residual

PC 2 Score on PC 1

Variable 1
PC 1

4\ MathWorks
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Example Unsupervised Implementation + Maintenance

Initial Use/ _ _
Prior Maintenance 125 Flights 135 Flights 150 Flights

Enginel [ ™" ™. __ - uw‘( I
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E I l g I I l e 2 I. -, = ."'-.__..-"" .. \/(
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I
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Engine3

Round 2

I
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Engine2 "
Engine3 |

Round 3

_——t = = —— -
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Historical

Live

How Data was Recorded

Initial Use/ _ | |
Prior Maintenance @ Recording Starts x Failure  /Maintenance
I
|7~ |
Enginel | ——————————————— [ RN ﬁ"..v,.f"m"-vx
?
Engine2 R ‘u_',.-**u __._u___.m "'---'"K\x
I
?
Enginel00 b '“"‘-._' .,.-""'"'-..' "_.d""‘-._.. .x
I R R Pt
Time
? ? (Flights)

I
Engine200 : --------- ., o K
I
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Predictive Maintenance of Turbofan Engine

2 4

= Performing scheduled maintenance
= Failures still occurring (maybe by design)

= Search records for when failures occurred and .
gather data preceding the failure events \

= Can we predict how long until failures will
occur?

Sensor data from 100 engines of the same model
Scenario 2: Have failure data i

Combustor NI

Nozzle

Data provided by NASA PCoE

http://ti.arc.nasa.gov/tech/dash/pcoe/prognostic-data-repository/ LPC  HPC

4\ MathWorks
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Machine Learning Workflo

Train: Iterate till you find the best model

R 4
LOAD PREPROCESS SUPERVISED
DATA DATA LEARNING

Filtering
PCA

_ Classification
Clustering

Learner

Predict: Integrate trained models into applications

™ 4 " 4 3 f
TEST PREPROCESS MODEL PREDICTION
DATA DATA [ Creon = Nomar range = Warmng.ea = Aarm | S
— i o |t [ [ ™™
1. Filtering LT .,.jirf*f‘ff..r. "y
P|2 Pca ..M B/ T,
3. Clustering E e | e B
~"~'«~j.l ™.
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SHMTools
Los Alamos National Laboratory

Gap between center column
and bumperis tunable

Vibration Exciter

* Los Alamos

NATIONAL LABORATORY

Home

ABOUT US CONTACTS NEWS

LIBRARY

JOBS SITE MAP ¥

Science > LANL Institutes > Engineering Institute

)

» -

National- Security"Education Center

About

Announcements

Courses

Calendar

Institutes Summer School

SHMTools and mFUSE
Beta Users

SHMTools and mFUSE are currently in a beta development stage. While all efforts have been made to
ensure stability, from time to time new bugs may be found. We encourage users to submit reports of any
bugs found or suggestions for future versions using the Beta Testing Report form in the link to the right.
While we are unable to provide technical support on an individual basis, we appreciate feedback from
users to allow us to improve on future versions of the software.

~ SHMTools Software

Getting Started with
SHMTools (pdf)

mFUSE Help Manual (pdf)

Download SHMTools and
mFUSE Beta Versions

Beta Testing Report

http://www.lanl.qov/projects/national-security-education-center/engineering/software/shm-data-

sets-and-software.php

4\ MathWorks
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MATLAB Strengths for Machine Learning

Challenge Solution
Extensive data support
Data diversity Import and work with signal, images, financial,

Textual, geospatial, and several others formats

| High-quality libraries
Lack of domain tools Industry-standard algorithms for Finance, Statistics, Signal,
Image processing & more

Interactive, app-driven workflows

Tim nsumin - i '
econsu g Focus on machine learning, not programing

Avoid pitfalls Integrated best practices
Over Fitting, Model validation tools built into app
Speed-Accuracy-Complexity Rich documentation with step by step guidance

E Flexible architecture for customized workflows
Complete machine learning platform

19



Deep Learning is Ubiquitous

Computer Vision

= Pedestrian and traffic sign detection

« Landmark identification

= Scene recognition

= Medical diagnosis and drug discovery

Text and Signal Processing
= Speech Recognition

= Speech & Text Translation

Robotics & Controls

and many more...

4\ MathWorks
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What is Deep Learning ?

Deep learning performs end-end learning by learning features,
representations and tasks directly from images, text and sound

Traditional Machine Learning

Manual Feature Extraction  Classification Car v

Machine Truckx
Learning ®

_Q
Bicyclex

Convolutional Neural Network (CNN) ‘/

End-to-end learning Truck %

®
Feature learning + Classification ®

Bicyclex

21
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Demo : Live Object Recognition with Webcam

4\ MATLAB R20163 " ah-265452-1
HOME

(o [@] =]
Lﬁ m & Fe E.:J ﬂ & @ @ Search Docurmentation p e
LEL.'L LEJ - Lo s & LLF‘ uv New Variable | & Analyze Code \:@ m ?Preforences % Q) B\ Garininky
AR 52 i L1 Open Varlable v (i Run and Time e [ Set Path St
pen ||| Compare Import  Save ‘ = Simulink  Layout Add-Ons  Help = Request Support
Script v v Data Workspace LJCIear Workspace v | Clear Commands v v ““ Parallel « v v
FILE AARIABLE COone SN EMVAB OMMENT peEenlipCe: 0
L EHA » Ci » Users » anehen ‘ObjectDetection using Convolutional Neural Networks |E@@ v P
Current Folder & Warkspace C - oY }. ®
s | lephone

“Isynsets2words.m 1 :

i synsetMap.mat .

©imagenet-cnn.... e B~ =

. o ] B ’ dial telephone (67,56 %)

Himagenet-caffe-... i =

“downloadAndPr... (@) pALg disc (17.59%)

Blenn_webcam_de...

Fadio (3.45 %)

pay-phone (2.06 %)

projector (1,52 %)

Details

+| Busy




Why is Deep Learning so Popular ?

« Results: Achieved substantially better
results on ImageNet large scale recognition
challenge

— 95% + accuracy on ImageNet 1000 class
challenge

= Computing Power: GPU’s and advances to
processor technologies have enabled us to
train networks on massive sets of data.

- Data: Availability of storage and access to
large sets of labeled data
— E.g. ImageNet , PASCAL VoC , Kaggle

4\ MathWorks

Pre-2012 (traditional
computer vision and
machine learning
techniques)

> 25%

2012 (Deep Learning)

~ 15%

2015 ( Deep Learning)

<5%
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Two Approaches for Deep Learning

1. Train a Deep Neural Network from Scratch
Convolutional Neural Network (CNN)

Car v
Learned features [95%
39 Truck x
| ® )
) ()
2% - Bicyclex

Lots of data

2. Fine-tune a pre-trained model ( transfer learning)

ine-tune network weights

Car v/
Pre-trained CNN . New Task <
Truck x

Medium amounts
of data

24



Convolutional Neural Networks

= Train “deep” neural networks on structured data (e.g. images, signals, text)

- Implements Feature Learning: Eliminates need for “hand crafted” features
= Trained using GPUs for performance

7

——
4/7
Convolution +
Input RelLu

N

Convolution +
Pooling RelLu

Pooling

YT

Feature Learning

NEEEEEERS

m

J--

— car
— truck
— van

— bicycle

Flatten Fully Softmax

Connected

N

_/

N

Classification

&\ MathWorks
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Convolution Layer

= Core building block of a CNN

= Convolve the filters sliding them across the input, computing the dot product
3

= = 2
B dot 3 % 3/&23%
, <><> <3 . sum 3
<> <27
> dot 3 W2
</; _+

= Intuition: learn filters that activate when they “see” some specific feature

26
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Rectified Linear Unit (ReLU) Layer

= Frequently used in combination with Convolution layers
= Do not add complexity to the network
= Most popular choice: f(x) = max(0, x), activation is thresholded at 0

f(x) = max(0,x)

5

45

4+

35

3t

251

2+

15}

1+

05

0
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Pooling Layer

« Perform a downsampling operation across the spatial dimensions
« Goal: progressively decrease the size of the layers

= Max pooling and average pooling methods

= Popular choice: Max pooling with 2x2 filters, Stride = 2

Max pooling
4 | 8
10|54 5|6
31483 /
114|6]|5 Average pooling
25141 \ 2 |5

3|4

28
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Challenges using Deep Learning for Computer Vision

Steps Challenge
Importing Data Managing large sets of labeled images
Preprocessing Resizing, Data augmentation

Choosing an architecture  Background in neural networks (deep learning)

Training and Classification Computation intensive task (requires GPU)

Iterative design m

29
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Demo
Fine-tune a pre-trained model ( transfer learning)

Car
Pre-trained CNN »

(AlexNet — 1000 Classes)
SUV

New Task — 2 Class
New Data Classification
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Demo
Fine-tune a pre-trained model ( transfer learning)

| A-ry)
153 (2) ] Search Documentation r H

2 5

= FILE EOIT __ | BREAKFO

e EHE j,r Gir Users ‘ » [;emqs > Trapstertea ng ;L
Curent Folder | Workspace Gl W% Ecitor - Ci\Users\anehemia\Desktoph
Naiia Value || TwoClassTransferleaming.m
il $% Fine Tuning A Deep Neural Network :;
2 % This example shows how to fine tune a pre-trained deep convoll _
3 % neural network (CNN) for a new recognition task.
4 -
5
6 8% Load network
7= cnnMatFile = fullfile(pwd, 'imagenet-cnn.mat');
8 — 1f ~exist(cnnMatFile, 'file")
i disp ('Run downloadAndPrepareCNN.m to download and prepare tt
L= : i | 3
Command Window ®
Jx >>

< n »

- | [ script lh 4 Col 1
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Addressing Challenges in Deep Learning for Computer Vision

Challenge

Managing large sets of labeled
Images

Resizing, Data augmentation

Background in neural networks
(deep learning)

Computation intensive task
(requires GPU)

3

Solution

imageSet Or imageDataStore 10 /
handle large sets of images

imresize, imcrop, imadjust,
imageInputLayer, €lC.

Intuitive interfaces, well-documented
architectures and examples

Training supported on GPUs
No GPU expertise is required

Automate. Offload computations to a
cluster and test multiple architectures

32



Key Takeaways

= MATLAB enables engineers and data scientists to quickly
create, test and implement predictive maintenance
programs

= Predictive maintenance
— Saves money for equipment operators
— Increases reliability and safety of equipment

— Creates opportunities for new services that equipment manufacturers
can provide

= Consider Deep Learning when:
— Accuracy of traditional classifiers is not sufficient
= ImageNet classification problem
— You have a pre-trained network that can be fine-tuned
— Too many image categories (100s — 1000s or more)
= Face recognition

Second Principal Component

Green = Normal, Orange = Warning, Red = Alarm

50.0%

30.0%
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