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Key Takeaways
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MathWorks has capabilities Library to verify and test Our safety-critical certification
addressing each area of the robustness of deep learning expertise helps drive new Al

W-diagram networks standards
g / g / g /

A

Reguirements allocated to ML
component management

SN INTERNATIONAL..

Deep Learning Toolbox Verification Library EUROCAE WG-114 / SAE G-34
by MathWorks Deep Learning Toolbox Team Standardization Working Gl‘Oup

Verify and test robustness of deep learning networks “Artificial Intelligence in Aviation”
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As Al use rises Iin production, there is a growing need to explain,
verify and validate model behawor In safety Crltlcal S|tuat|ons
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Challenges in Verification and Validation of Al-enabled Systems
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Industries are making progress on verifying Al in systems
through whitepapers, standards and planning

1T\ &
Co—o)
Automotive Aerospace Medical Devices

New WIP ISO PAS 8800
(Road Vehicles — Safety and
artificial intelligence)

New standard (AS6983) from
EUROCAE WG-114 /| SAE G-34
IS expected in 2024

FDA released its first Al/ML-Based
Software as a Medical Device
(SaMD) Action Plan



https://www.sae.org/standards/content/as6983/
https://www.sae.org/works/committeeHome.do?comtID=TEAG34
https://www.iso.org/standard/83303.html
https://www.fda.gov/media/145022/download
https://www.fda.gov/media/145022/download
https://www.fda.gov/media/145022/download
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W-shaped development process adapting the classical V-shaped
cycle to Al applications

(Sub)system (Sub)system
requirements & design requirements verification

Requwements allocated to ML ML requirements
component management verification
Data Independent data
management earnlng process and learning verification
verification

Learnmg process Inference model
management verification & integration

Model Model
training mplementatlo
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W-shaped development process can coexist with V-shaped cycle for

non-Al components

(Sub)system
requirements & design

Requwements allocated to ML
component management

Data
management

Requirements
allocated to non-
ML component
management

Al componente

non-Al componente
Model

training

C

earnlng proces
verification

)

Requirements
allocated to
component

verification

(Sub)system
requirements verification
ML requirements
verification
Independent data
and learning verification

Inference model

Learnmg process
management verification & integration

Model

mplementatlo >
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Task: Verify an image classification network

Medical




MedMNIST v2 Dataset

MedMNIST v2 - A large-scale lightweight benchmark for
2D and 3D biomedical image classification

Jiancheng Yang, Rui Shi, Donglai Wei, Zequan Liu, Lin Zhao, Bilian Ke, Hanspeter Pfister, Bingbing Ni

! Shanghai Jiao Tong University, Shanghai, China
2 Boston College, Chestnut Hill, MA
* RWTH Aachen University, Aachen, Germany
4 Fudan Institute of Metabolic Diseases, Zhongshan Hospital, Fudan University, Shanghai, China
> Shanghai General Hospital, Shanghai Jiao Tong University School of Medicine, Shanghai, China
® Harvard University, Cambridge, MA
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The dataset is licensed under Creative Commons Attribution 4.0 International (CC BY 4.0)

- bt o e

ol

.
<
-
-
v
<4
4
:
i
.

-

-
i b e
L e

e
e

. b b

MATLAB BEXlPO

-~ -

-
[
[Seraty L S S

e = =
b e o - P 4 4

O et SRR S Sy S Sy
+

L el ot
- -
~'b§'— 'Lv’-'

—t o b o bt
»

bb\ -
e T e o L o o S

[T
.*.".b -
by b v

PR S S
[T

L

- -


https://creativecommons.org/licenses/by/4.0/
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Start by collecting requirements allocated to the ML component

E Requirements Editor

REQUIREMENTS

IU_{P 'ﬁ &l save ~ & Egy Delete é J
New Open el import &b Profile Editor Add Add ;
Regquirement Set Regquirement « Link =
FILE PROFILE REQUIREMENTS LINKS
@
Index Summary Implemented er

> [W] XRPD_System
v [k XRPD_SystemMLComponent

v B 1 R
Requirement: XRPD ML 3_2
B 11
B 12 ~ Properties
v E 13
Type: Functional i
v [ 131
g 1311 Index: 13.3.2
E 1312 Custom ID: XRPD ML 3_2
Bl 1313 Summary: ML component test precision
E 1314
v g 132 Description Rationale
B 1321 [u)p | Arial v +B 7 Ul E=E == w
1322 " .
@ Accuracy of the trained model must be above 90% (with test data)
v E 133
B 1331 TIC TrETTHTRY PreEcTSTo 7
E 1.3.3.2 ML component test precision
E 1333 ML component avoid overfitting j*
E 1334 ML out-of-distribution detection 4
B 134 ML compenent latency ’
v [E 135 ML component robustness ;
E 1351 ML component robustness 1% perturbation %
E 1352 ML compenent rebustness 0.5% perturbation '
El 1353 ML component robustness 0.1% perturbation {
B 136 ML compenent implementation 1

(Sub)system
requirements verification

(Sub)system
requirements & design

ML requirements
verification

A

Independent data
and learning verification

Data
management

\

Learning process
management

\ 7

Model
implementation

Learning process
verification

Inference model
verification & integration

Model
training

10



MATLAB B>

Conveniently manage large collections of data = —

I Vvalidation
| ITest

80%

trainingDataFolder = "pneumoniamnist\Train";

imdsTrain = imageDatastore(trainingDataFolder,IncludeSubfolders=true,LabelSource="foldernames");

AR (Sub)system (Sub)system
MedMNIST requirements & design requirements verification

pneumonia

training

images
Requirements allocated to ML ML requirements
component management verification

3 0 Independent data
countEachLabel ( 1mdSTPaln) - Learnlng process and learning venfcatloD
verlfcatlon

0006.png ans =

0008.png Learning process Inference model
: 2x2 table management verification & integration
I Label Count Mwm Mma
training implementation

0001.png
0002.png normal 1214
: pneumonia 3494
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Visually creating networks enables faster design

o= =] X
Q
fa | Tramng | * Properties
imggeinput PG convolution2dLayer ()
imagelnputLayer
Name conv
FilterSze
E NumFilters 64
, Stride "
?ia conv ) DilationFactor 11
™ convolution2dL
Paddng 0000 |~
PaddingValue 0 [«
weights
y Bias
batchnorm ] Weightt eamRateFactor | 1
batchNormaliza l'\? WeightL2Factor 1
T BiasLeamRateF actor j i
BlasL2Factor 0
Weightsintiaiizer glorot 14
IR, . Biasinitaizer zer08 [~
B reluLayer
numClasses = numel(classNames);

layers = [ . Lo .
options = trainingOptions("adam",
imageInputLayer(imageSize,Normalization="none") . .
ExecutionEnvironment="auto",

convolution2dLayer(7,64,Padding=0) .
InitiallLearnRate=9.001,

batchNormalizationLayer() P ——
axEpochs=50,

reluLayer() .. .
MiniBatchSize=256,

dropoutLayer (0.5
g ver( ) Shuffle="every-epock",...

averagePooling2dLayer(2,Stride=2) e hEesd e i e
- )

convolution2dLayer(7,128,Padding=0) 1 RV SN
earnRateDropPeriod=

batchNormalizationLayer() LearnRateDropFactor=e.1
=0.1)

reluLayer
yer() Plots="training-progress",

dropoutLayer(0.5
2 yer( ) ValidationData={XVal,TVal},

averagePooling2dLayer(2,Stride=2) validationPatiences1o
- )

fullyConnectedLayer(numClasses
4 yer( ) OutputNetwork="best-validation-loss");

softmaxLayer

classificationLayer(Classes=classNames,ClassWeights=classWeights)];

(Sub)system
requirements & design

Requirements allocated to ML
component management

\

Data
management Learning process

verification

Model
training
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(Sub)system
requirements verification

ML requirements
verification

A

Independent data
and learning verification

Inference model
verification & integration

’n

Model
implementation
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Find optimal paraments

.} Experiment Manager

EXPERIMENT MANAGER

MATLAB BEXP

and audit experiments for reproducibility

(Sub)system
requirements & design

(Sub)system
requirements verification

Requirements allocated to ML
component management

ML requirements
verification

\ A

Data
management

Independent data
Learning process and learning verification

verification

Strategy: [ Exhaustive Sweep

")

In the setup and metric functions, access hyperparameter values by uzing dot notation.

L Do - g [vek e <) | .
New & save g Cluster Run )
~ i Duplicate - Pool Size > .
FILE ENVIRONMENT EXECUTION RUN J
Experiment Browser -] Experiment_pneumonia_CNN x I
~ (5] verification-medical-neural-network -
Description
~ [ Experiment_pneumonia_CNN E
[E] Resuitt Image Classification by Parameter Sweeping of Hyperparameters "“
Hyperparameters. (
Strategy: [Exhaustive Sweep = ] i
In the setup and metric functions, access hyperparameter values by using dot notation. i
Name Values |
solver ["adam"] - )
filterSize [571 ;
numpFilters1 [16 32]
numFittars? 132 fidl M
4 3
Setup Function (
[wa ws Experiment_pneumonia CNN !
H Yperpa rameters

Name Values
solver ["adam"]
filterSize [57]

I numFilters1 [168 32]
TJmFiImrn? [37 R4l

Inference model
verification & integration

\ 7

Model
training

Model
implementation
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An iterative approach towards building an accurate and robust model

Initial training

(L) nitial traini

= - = R e
e A o D L e Sy e .
b N e e
I [ -
/ o S
; o wum
Fol e
§ 90
v

(_) Data- augmented trammg
imageAugmenter = imageDataAugmenter(..

Fillvalue=mean(XTrain(:)), ...
RandXReflection=true, ...
RandXTranslation=[-2,2], ...
RandYTranslation=[-2,2], ...
RandRotation=[-10,10],...
RandScale=[1,1.25], ...

(Sub)system
requirements & design

Requirements allocated to ML
component management

RandXShear=[-5,5], ...

\dversarial tralnlng

\

Data
management

\

(Sub)system
requirements verification
ML requirements
verification
Independent data
and learning verification

Learning process
verification

Learning process
management

RandYShear=[-5,5]);

I
:

Inference model
verification & integration

Model
implementation
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Learning process verification

(Sub)system (Sub)system
requirements & design requirements verification
Requirements allocated to ML ML requirements
component management verification
Data Independent data
management and learning verification

\

Learning process Inference model
management verification & integration

Model Model
training implementation
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Testing and understanding model performance with
an independent test set

Accuracy: 90.71%

confusionchart(T,Y) scoreMap = gradCAM(net,X,label)

Ground-Truth: pneumonia Prediction: pneumonia (0.99227)

normal

True Class

pneumonia

normal pneumonia
Predicted Class

16
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Verify robustness of deep learning networks

Deep Learning Toolbox Verification Library
by MathWorks Deep Learning Toolbox Team
Verify and test robustness of deep learning networks

*@’é

Formal Verification

verified

violated

17
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Verify robustness of deep learning networks

Number of Observations

700

600

500

400

300

200

100

Deep Learning Toolbox Verification Library

by MathWorks Deep Learning Toolbox Team

Verify and test robustness of deep learning networks

B Original Network

[ Data Augmented Model

[ ]Robust Network

| —

verified

violated

unproven

perturbation = 0.01;

XLower = XTest - perturbation;

XUpper = XTest + perturbation;

dlarray(XLower, "SSCB");

XUpper = dlarray(XUpper, "SSCB");

result = verifyNetworkRobustness(net,...
XLower,XUpper,TTest);

XLower

summary(result)
verified 402
violated 13
unproven 209
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ldentify unknown examples to the model and reject or
transfer to a human for safe handling

Deep Learning Toolbox Verification Library
by MathWorks Deep Learning Toolbox Team

Verify and test robustness of deep learning networks

Original

0.14 : . | |
[ Training Data (ID)
[ ISpeckle Noise

0.12 | JFlipLR -
[ IContrast

e
i

0.08

0.06

Contrast

SpeckleNoise

Relative Percentage

0.04

0.02

il

tribution Out-of-distribution

250 200 150 -100 50
Distribution Confidence Scores
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Deploy to target with zero coding errors

0

@D COde_ (Sub)system (Sub)system
Generation requirements & design requirements verification

Requirements allocated to ML ML requirements
component management verification
Data Independent data
management Learnlng process and learning verification
verlf cation

analyzeNetworkForCodegen(net) (:L%mmgmmﬁsz)////z \\\\S; Inference model :)
management verification & integration

none
arm-compute
mkldnn
cudnn
tensorrt

Supported
- tramlng

"Yes"
"Yes™
"Yes"
"Yes
"Yes

20
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Integrate your Al model in Simulink for system-level simulation
and

test

Video
Viewer

Image

XTest

Image

single

| double
TTestSim @

Ao 12805 Magnhcaten: 1069%  T-20.05
0.01603|
0.984
»( 1)
single|
softmax ——4

* @R

int32
> I Idx

Maximum

Ground-Truth

Prediction

FxedStepDiscrete

(Sub)system

(Sub)system
requirements verification

requirements & design

ML requirements
verification

Requirements allocated to ML
component management

\ 7

Independent data
and learning verification

A

Data
management Learning process

verification

\

Learning process
management

v 7

Model
implementation

Model
training
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No differences between development and inference models

_6 1 | 1 Il
0 100 200 300 400

max(abs(differences))

ans = single
5.9605e-07

500

600

700

(Sub)system (Sub)system
requirements & design requirements verification

C

equirements allocated to ML ML requirements
component management verification

Data
management Learnlng process
venf cation

Learmng process Inference model

management verification & |ntegrat|on
Model Model
training implementation
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Verifying requirements have been fully tested

[ | MATLAB Test Manager < | + | EIn=ElE
INER
MATLAB Test Manager: All Tests in Current Project
16 ) ® %) )
13 0 0 0
Total Tests Passed Failed Incomplete Mot Run
Test Details Expand All Running tests... 13116 |:|
Test Diagnostic Time |
* © sciSrequiements-ver g UEG—G—— (Sub)system (Sub)system
(& tests.MLComponent . . . y .
REQUIREMENTS requirements & design requirements verification
(& tests.MLComponent
(@) tests MLComponent] |“_q':_‘ | & sae - Efy Delete é !
= (O src/9-requirements-veri New Open & Import Bp Profile Editor Add Add
@ tests ML Component Requirement Set Requirement ~ Link = ?
= (2 src/9-requirements-veri = S e = Requirements allocated to ML
(@ fests MLComponent - g component management
(@ fests MLComponent] B — e B »
@ fests MLComponent| M lh‘ FRFD_SystemiLComponent — _ & r
popryssns BOTE . comporet reurenen for sy e sectr G (D D
() tests MI Component
11 Introducti
= (O src/9-requirements-veri = rocudtion i Data |ndependent data
B 12 ML component description
< . i 3 i
@7:“:5 :i"”‘“"”"”: v 1 ML component requirements NS management Learning process and leaming verification
Qussthommant o o o R G verification
- O src/9-requirements-veri
tests LG . E 1311 ML component input should be 28x28x1 —_
- — @ 1012 V. comporet ot o rarn) shosd e 2525 1
@‘fum‘j:“;‘ 8 133 M component it dta (daton) shoul b 25851 — 1 f Learning process Inference model
o :qMLC | B 1314 ML component input data (fet)shouid be 26<28x1 D management verification & integration
tComereny g 10 . comonet ot 1§
- O st requiements ver @ 1321 ML component output should be 2 S & 7\
@ fests ML Component E 1322 ML component output labels should be 'normal’ or ‘pneumonia’ _ _
(@) tests.MLComponent
v/ 12 e comporert sceae 1
) tests MLComponent] f Model Model
— E 1331 ML component training precision - Links t L. . | t t
d ‘H 1332 ML component test precision raining Implementation
B 1333 ML component avoid overfitting
B 1334 ML component out-of -distribution detection E 4= |I'I'Ip|En‘IEI'ItB{| hy:
E 134 ML component latency :
@ 135 " %l 738897.7231in evaluateModelAccuracy.m
3. component robustness —_—
E 13.5.1 ML component robustness 1% perturbation E =b RE““BE'
B 1352 ML component robustness 0.5% perturbation
E 1353 ML component robustness 0.1% perturbation El XRPD ML 3 ML C.DI'TIpEIFIEI"IT dCccuracy.
B 136 ML component implementation pr
El ¢= Verified by:
#1 738897 723 2 in MLComponent_Accuracy.m @
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Key Takeaways
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Thank you
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