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Motivation 

▪ EV’s rely on PMSM motors as their Main Traction Device

▪ Temperature Excursions in these Motors leads to loss of Torque efficiency 

and eventual failures

▪ Need test these devices over possible Thermal Regimes

▪ Dyno testing is costly and can lead to degraded devices

▪ Simulation is a must, but faster simulations are essential and Virtual Sensors 

are bonus
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Reduced Order Modeling

What

Why

▪ Techniques to reduce the computational 

complexity of a computer model

▪ Provide reduced, but acceptable fidelity 

▪ Enable simulation of FEA models in Simulink

▪ Perform hardware-in-the-loop testing

▪ Develop virtual sensors, Digital twins

▪ Perform control design

▪ Enable desktop simulations for orders-of-

magnitude longer timescales

High-fidelity model

Reduced-Order Model (ROM)
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Increase Simulation Speed With Reduced Order Modeling
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Common Challenges in Operationalizing Models

High fidelity models, such as ones from 3rd party FEA tools, are too slow 

for system level simulation and HIL testing. 

Creating a ROM that produces desired results in terms of speed, 

accuracy, interpretability, etc. 
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Requirements
Functionality and 

Architecture
Design Implementation

System 

Integration 

and Test

Integrating AI into Model-Based Design (Focus on Subsystem Models)

Digital Thread

Component and 

System Acceptance

Testing

System Architecture

Behavior models

Functional spec

Subsystem 

models

Physics-based

AI & Data-driven

Algorithms

Environment model

Physical hardware

Real EnvironmentEnvironment model

FPGA

CPU

GPU

PLC

Containers

Continuous Testing, Verification, and Validation
Requirements verification Early design verification Physical System TestingVirtual integration testing (SIL/PIL/HIL)

System
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AI-driven system design

Model design and 

tuning

Hardware 

accelerated training

Interoperability

AI Modeling

Integration with 

complex systems

System verification 

and validation

System simulation

Simulation & Test

Data cleansing and 

preparation

Simulation-

generated data

Human insight

Data Preparation

Enterprise systems

Embedded devices

Edge, cloud, 

desktop

Deployment
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AI-driven system design

Data cleansing and 

preparation

Simulation-

generated data

Human insight

Data Preparation
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Data Source
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Workflow –Data Preparation

Raw CSV Data

Sorted Data includes drive cycles of different lengths and Ambient Conditions, 

DOE of design space to cover edge cases

Sorting helps to keep the mini-batch computation efficient with minimal padding

Additional Features
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Profile Characteristics

Drive cycles on Torque-Speed plane
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AI-driven system design

Model design and 

tuning

Hardware 

accelerated training

Interoperability

AI Modeling

Integration with 

complex systems

System verification 

and validation

System simulation

Simulation & Test
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AI-Model Development
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What Do we look in Training?
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Testing Results on a long profile

All correlation values are about 0.99 and error distribution is unbiased hence

model captures trend and Magnitude 
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Test Results for a short profile

All correlation values are about 0.99 and error distribution is unbiased hence

model captures trend and Magnitude 
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Deployment to Simulink
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MATLAB works with Python-based frameworks
Framework Interoperability bridges the gap between data science, engineering and production

Data Preparation AI Modeling Simulation & Test Deployment

https://www.mathworks.com/products/deep-learning.html#frm


18

AI-driven system design

Enterprise systems

Embedded devices

Edge, cloud, 

desktop

Deployment
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Data Preparation AI Modeling Simulation & Test Deployment

Model compression reduces Model for Deployment (reduces learnable from 2M to 850 K)

Pruning 

convolutional neural 

networks

Projection of deep 

neural networks

Quantization of network 

weights to lower precision 

datatypes (bfloat16, int8)
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Structural Compression Datatype Compression

We’ll take a closer 

look at the projection 

technique in today’s 

workshop

https://www.mathworks.com/company/newsletters/articles/compressing-neural-networks-using-network-projection.html
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Data Preparation AI Modeling Simulation & Test Deployment20

Compressed Network

Original Projected  

Approximately 25X reduction in Size



21

Code Generation For HIL/SIL test
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Examine Generated Code
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Key takeaways

Hardware-in-the-Loop (HIL) testing and system-level 
simulation for high-fidelity models.Enable

Various ROM techniques in MATLAB to find the best method.Explore
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Conclusions

▪ MathWorks Tools Makes Data to Digital Twins(ROM) workflow easy

▪ An e-Motor ROM predicts e-Motor’s all internal temperatures with similar 

trends and magnitudes as real data. 

▪ ROM incorporation into Simulink with built-in infrastructure allows SIL/HIL 

testing faster and easier
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